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3Com’s state-of-the-art BRASICA™ chip, at
the heart of the LinkSwitch™ 1000 and 3000
switches, delivers wire speed switching,
optimized for workgroup environments at very
low cost. This article is intended for the
network manager who is interested in learning
more about the advanced system architecture
of the BRASICA switching ASIC chip set. The
article describes the chip set and bus archi-
tecture—including the ATM-ready downlink
and software-configurable switching and
address learning modes—and presents results
from independent performance testing. It also
describes the comprehensive set of advanced
switching features built into the switching
ASIC, such as the sophisticated distributed
buffering, Intelligent Flow Management, and
multimedia congestion control capabilities;
and value-added virtual LAN and RMON
network management functionality.

3Com’s Leadership in Switching ASIC Design
Workgroup switches are special-purpose
devices designed and tuned to address LAN
performance problems resulting from
bandwidth shortages and network bottlenecks
in client-server environments. Switches solve
congestion problems by switching network
traffic to target ports. Providing dedicated
bandwidth to each port adds bandwidth to the
network infrastructure with minimal risk and
no disruption to the cabling or the desktop.
Switches also provide high-speed connections
to servers, leveraging server bandwidth and
equipment investment. The use of application-
specific integrated circuit (ASIC) technology
allows 3Com switches to simultaneously
forward packets across all ports at much higher
speeds, and at a lower cost per port than for
traditional bridges or microprocessor-based

products. Prices start in the range of high-end
repeating hubs, which brings switching within
the budgets of LAN environments of any size.

ASIC technology has made a significant
impact on the networking industry, especially
in the area of high-speed LAN switches. With
this technology, engineers can embed high
levels of functionality, such as switching,
bridging, and network translation, onto spe-
cialized microchips. This migration of func-
tionality onto integrated circuits, although
time-consuming and capital-intensive to
implement, produces tremendous benefits in
product cost, performance, and reliability. For
the network manager, investing in ASIC-based
switching technologies yields much higher per-
formance with a much lower price point
compared to processor-based solutions. The
result is that network managers can have the
performance and functionality of switching at
the price of traditional repeating technology.

3Com embarked on ASIC development in
early 1993, taking advantage of its expertise—
more than 150 person-years of switching expe-
rience—to migrate field-proven hardware and
software designs onto silicon. 3Com’s ASIC
development program has produced several
switching ASICs (Table 1), each chip designed
for a particular switching environment. The
BRASICA chip set in the LinkSwitch 1000 and
3000 switches is optimized for Ethernet and
Fast Ethernet switching environments. More
than 180 person-months and an $8 million
investment in research and development were
devoted to BRASICA’s chip set design.
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Table 1. 3Com’s Switching ASICs

ASIC LAN Environment
BRASICA 10 Mbps Ethernet and 100 Mbps Fast

Ethernet switching

ISE 10 Mbps Ethernet and 100 Mbps FDDI
switching 

TRSE 4 and 16 Mbps Token Ring switching 

ZipChip™ 10 Mbps Ethernet and 155 Mbps ATM
switching 
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BRASICA Chip Set Architecture
ASICs are used as scalable building blocks for
designing integrated switching capabilities into
the switch. BRASICA’s built-in capabilities
offload processing tasks, resulting in wire-
speed performance with low latency and zero
packet loss at a very low cost per port. The
BRASICA chip set architecture features, listed
below, are described in detail in this article:
• ATM-ready downlink capability
• Software-configurable switching modes
• Address learning and forwarding modes
• Distributed buffering and Intelligent Flow

Management active congestion control
• PACE-based multimedia networking capa-

bility

• Virtual LAN (VLAN) capability
• Comprehensive RMON management

The BRASICA chip set (Figure 2)
consists of three ASICs connected by a high-
speed data D-bus, capable of 800 Mbps
throughput, and a 125-Mbps control and status
bus called STATBus:
• BRASICA/CNTRL (control) chip. With its

associated switching database, this chip is
the heart of the chip set. It controls the high-
speed switching of data and information
packets within the switch. It also controls
PACE-based multimedia class of service
management, VLAN, and RMON support. 
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The LinkSwitch 1000 10/100 Mbps switch is
designed to connect 10 Mbps desktops or
workgroup repeaters onto high-speed server or
backbone links. It is available with 12 or 24
switched 10 Mbps Ethernet ports, and includes a
built-in 100BASE-TX port.

The LinkSwitch 3000 100 Mbps switch is
optimized for Fast Ethernet backbone and
workgroup aggregation, connecting 10/100
switches, Fast Ethernet repeaters, and high-
speed server links. It is available with five SC
fiber or eight UTP Fast Ethernet ports.

All LinkSwitch 1000 and 3000 switches offer a
high-speed backbone slot for a Fast Ethernet 

fiber (100BASE-FX) or copper twisted-pair
(100BASE-TX) plug-in module. An ATM plug-in
module for connecting into ATM infrastructures
will be available with a software upgrade in the
second half of 1996.

The switches come complete with built-in PACE™

multimedia capability and comprehensive RMON
network management. They are also members of
3Com’s integrated SuperStack™ system, which
includes hubs, routers, remote access servers,
and other devices. SuperStack devices have a
common footprint and features such as optional
redundant power and can be managed with
3Com’s Transcend® integrated network man-
agement software.

3Com’s LinkSwitch Ethernet and Fast Ethernet Workgroup Switches
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Figure 1. LinkSwitch 1000 and 3000 Workgroup Switch Configurations



• BRASICA/MAC (media access control)
chips. Control the wire-speed transfer of
data between the LAN connections and the
switch memory, and control Intelligent
Flow Management within the switch. They
also implement the PACE Interactive
Access protocol that manages latency-sen-
sitive multimedia traffic.
Each BRASICA/MAC
chip supports four 10
Mbps ports or one 100
Mbps independent port.
Each port contains an
802.3 MAC controller
that has the flexibility to
be configured in either
10 or 100 Mbps Ethernet
mode. The controller also manages port
buffering and collects per-port RMON sta-
tistics for device monitoring and trouble-
shooting. 

• The BRASICA/PHY (physical) chip. This
chip (not shown) implements the physical
network interface to the 10 Mbps Ethernet
ports, including encoding/decoding, clock
recovery, and link detection and regen-
eration. The BRASICA/PHY chip is the
companion interface to the BRASICA/MAC
chip; each chip supports four independent 10
Mbps Ethernet ports. 

High-Speed and ATM-Ready Downlink Capability
High-speed capability is integrated into the
BRASICA chip set architecture. A high-speed
plug-in module slot off the D-bus provides

switched Fast Ethernet downlink capability for
either fiber (100BASE-FX) or copper twisted-
pair (100BASE-TX) wiring. This high-speed
downlink port is also ATM-ready, providing a
low-cost upgrade for scaling performance. The
ATM plug-in module, available in the second
half of 1996, supports a single 155 Mbps 

OC-3c connection for con-
necting to any standards-
based ATM infrastructure.
Onboard LAN Emulation
software ensures full inte-
gration with existing legacy
LAN environments and
access to ATM-based server
resources.

BRASICA’s Built-In Flexible Switching Modes
The BRASICA chip set can operate in one of
three software-configurable switching modes
to accommodate different workgroup
switching environments (see Table 2 on page 4
for performance information). The switching
mode selected determines the BRASICA chip
set packet forwarding latency (defined as first
bit in to first bit out) and error-handling char-
acteristics. In all cases, switching performance
is limited by the packet transmission rate of the
network itself, not the packet forwarding rate
of the BRASICA chip set.

Fast-forward has the lowest latency; the
packet is forwarded after destination and
source addresses are received. Store-and-
forward has the best error protection; the entire
packet is received and checked before it is for-
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Abbreviations and
Acronyms

ASIC
Application-specific integrated
circuit

ATM
Asynchronous Transfer Mode

COS
Class of service

IFM
Intelligent Flow Management

ISE
Intelligent switching engine 

MAC
Media access control

PACE
Priority Access Control Enabled

RMON
Remote Monitoring

TRSE
Token Ring Switching Engine

VLAN
Virtual local area network 
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Figure 2. The BRASICA Chip Set and Bus Architecture
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viding a low-
cost upgrade
for scaling 
performance.



warded, allowing all runts and error packets to
be filtered. Error protection comes at the price
of larger latency, however, since the whole
packet must be buffered before it can start to
be transmitted. Fragment-free is a compromise
between the performance of fast-forward and
the error protection of store-and-forward; 64
bytes are received before forwarding to filter
out runts and still maintain low latency. 

The switching mode performance versus
error packet filtering trade-off depends on user
requirements. Applications such as Novell
NetWare® 3.11 (which has a nonwindowed
protocol), Microsoft Excel™, and Lotus Notes®

benefit from fast-forward mode due to the
reduced transfer time. Networks with a large
number of errors (error packets > 1% of total
packets ) benefit from store-and-forward

mode. If the majority of error packets are runts,
fragment-free mode is the best choice.

BRASICA Chip Set Performance Results
The BRASICA chip set architecture optimizes
Ethernet and Fast Ethernet switching, enabling
the LinkSwitch 1000 and 3000 switches to
forward packets at full wire speed with no
packet loss. Actual performance has been rig-
orously tested in independent testing facilities.

Independent performance testing by the
Tolly Group measured packet throughput
between Novell NetWare clients and servers
using Novell’s Perform3™ performance bench-
marking utility. The two tests were designed to
emulate a typical real-life client-server envi-
ronment (Figure 3).
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Table 2. BRASICA’s Flexible Switching Modes

Switching Mode Description Latency
Cut-through fast-forward Highest performance, lowest latency switching mode. 40 microseconds

Cut-through fragment-free Combines the performance benefits of cut-through 64 microseconds
switching with the error protection of store-and-
forward. Cuts through after 64 bytes received.

Store-and-forward Stores and checks packet integrity before forwarding. 8 microseconds
(last bit in, first bit 
out; add packet size 
for equivalent cut-
through latency)

• • •

Clients 1–24

10 Mbps

All clients connected to


dedicated 10 Mbps ports

Servers attached to


100 Mbps Fast Ethernet links

Server 1

Server 2

LinkSwitch 1000

100 Mbps

Figure 3. Switching Performance Testing Configuration

The LinkSwitch 1000 is connected to PCI bus, 16 MB RAM Dell Dimension XPS 90 PC servers running Novell
NetWare 4.1. Clients are a mix of Pentium®- and 486-based PCs, with either EISA or PCI buses and 4 or 8 MB RAM.
All computers have 3Com Fast EtherLink® Parallel Tasking® EISA or PCI 10/100BASE-T network adapters.



Both performance test results show
dramatic improvement over traditional 10
Mbps Ethernet networks (Figures 4 and 5). In
the first test, the LinkSwitch achieved 86 Mbps
throughput with 24 clients accessing a single
high-speed server through the switch. In the
second test, the LinkSwitch achieved 150
Mbps throughput with 24 clients accessing two
high-speed servers through the switch. 

BRASICA’s Flexibility for Address Learning 
and Forwarding Features
The switching database on the BRASICA/
CNTRL chip supports two modes of address
learning and forwarding of unknown
addresses: 802.1d mode or express switching
mode.

802.1d, the standard for transparent
bridging used in the LinkSwitch 3000, is
appropriate for backbone and workgroup
aggregation applications. In these applications,
unknown packets are flooded to all backbone
and server ports.

Express switching, used in the LinkSwitch
1000, is optimized for workgroup and client-
server environments. In this mode, traffic
switches primarily between 10 Mbps clients
and high-speed backbone/server links.
Unknown packets are filtered and flooded only
to the downlink port (any port can be des-
ignated the downlink). This mode allows the

switch to connect to backbone networks of
unlimited size, reduces the need for a large
switch database, and reduces the frequency of
flooding within the workgroup, preserving
bandwidth for useful data traffic. 

BRASICA’s Congestion Control Features
Congestion control is one of the most
important issues in a switching architecture.
There are two causes of congestion in a switch:
• Internal resource congestion (memory

bandwidth, bus bandwidth, address look-up,
and so on) on the switch as traffic load
increases

• Over-subscription of a link due to the bursty
nature of LAN traffic and the resulting
retransmission of dropped packets

Distributed Packet Buffering Controls Internal
Congestion
Internal resource congestion is handled in the
BRASICA chip set by breaking packet
buffering bottlenecks to ensure that there is no
performance degradation as network traffic
increases. On the LinkSwitch 1000, for
example, each group of four 10 Mbps Ethernet
ports share access to 128 KB of buffering con-
trolled by a BRASICA/MAC chip. The 100
Mbps Ethernet ports have dedicated access to
128 KB buffering in the LinkSwitch 1000 or
256 KB buffering in the LinkSwitch 3000. The
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Figure 4. Full Load Performance with Single Server
Access

The LinkSwitch 1000 is configured to switch 512-byte
packets and 1516-byte packets with Novell’s packet
burst feature enabled. Up to 24 clients simultaneously
accessed a high-speed server through the switch.

Figure 5. Full Load Performance with Dual Server
Access

In this test series, up to 24 clients, 12 per server, simul-
taneously accessed two high-speed servers through the
switch. Packet sizes were identical to the first test set.
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ports are connected by the high-speed 800
Mbps D-bus and 125 Mbps STATBus. The
STATBus monitors each port and determines
its status (for example, whether address look-
up request is required, status of per port
buffering, and so on).

Packets are forwarded across the D-bus
between ports based on each port’s status and
the bandwidth allocation algorithm embedded
in the BRASICA/CNTRL chip. Because
buffering is distributed, packets—even mul-
ticast and broadcast packets—cross the bus
only once. This differs from switch designs
based on a central memory architecture, which
require packets to cross the bus into memory at
least twice: once on packet receive and once
on packet transmit (multicasts usually require
many more transmit cycles,
once per outgoing port).
This distributed memory
architecture prevents bot-
tlenecks even when higher-
speed plug-in options are
added, such as another 100
Mbps Ethernet port (copper
or fiber) or a 155 Mbps
ATM port. Scalability is
designed in to ensure that
there is no compromise on
throughput as the potential
load increases.

BRASICA’s buffer
management scheme is also
highly efficient and cost
effective. While most switches use fixed 2 KB
buffers for packet reception (to ensure that
maximum size 1.5 KB Ethernet packets can be
accommodated), the BRASICA/MAC chip
uses a dynamic buffering algorithm that scales
to exactly match the size of the received packet
into memory. This scheme guarantees that
expensive buffer memory is used efficiently on
smaller packets, while enough memory is
always available to effectively buffer larger
packet sizes.

IFM Controls Link Over-Subscription 
and Packet Loss
Over-subscription of a link happens when
bursty traffic on several different switch ports

attempts to access a single, perhaps lower-
speed destination port, and exceeds the
capacity of the available buffers. High-speed
ports, new bandwidth-intensive applications,
and the changing traffic patterns of client-
server networking are continuing to increase
switch traffic load and link over-subscription
problems.

Over-subscription of the available buffer
typically causes packets to be dropped. Packet
loss recovery has a very noticeable effect on
the application layer response times seen by
users, while packet retransmission worsens the
congestion by adding to network traffic. 

Adding more buffering has been the tradi-
tional solution for reducing the number of
dropped packets, but the question is, how

much buffering is suf-
ficient? LAN traffic simu-
lation models have shown
that packet loss rates are
relatively insensitive to
buffer sizes. In other words,
holding the switch archi-
tecture and other design
parameters constant while
just increasing buffer size
results in a less than propor-
tional reduction in the
number of dropped packets,
but adds significantly to
product cost.

A transmission delay
on a congested 10 Mbps

port can reach hundreds of milliseconds. In
that same time, a 100 Mbps port can receive
approximately 10,000 packets—one every 6.7
microseconds.

3Com’s patented Intelligent Flow
Management (IFM), designed into the
BRASICA chip, is an active congestion
control mechanism that ensures zero packet
loss during periods of temporary overload due
to link over-subscription. When IFM detects
that a port’s buffer is almost full, it throttles
incoming traffic by sending a “jam signal.”
End-stations respond by backing off and
scheduling packet transmission at a later time.
The process is repeated until there is sufficient
buffering or until traffic reaches a predefined

6

Performance
tests showed
dramatic
improvement
over 10 Mbps
Ethernet net-
works. At full
capacity, the
LinkSwitch
1000 achieved
86 and 150
Mbps through-
put respectively
with one and
two high-speed
servers.



threshold (this prevents IFM from excessively
throttling a segment’s traffic).

This ability to tune the level of segment
throttling is one of the main differences
between IFM and other vendors’ congestion
control techniques. IFM is fully compatible
with existing desktops and cables; no changes
to workstations are required. Figure 6 demon-
strates how IFM works.

BRASICA’s Multimedia Networking Support
Under full load, traditional Ethernet networks
are subject to high latency (the delay in packet
transfer time) and jitter (the variation in packet
transfer delay). Real-time multimedia appli-
cations, which require regular, predictable data
delivery, are especially sensitive to latency and
jitter. 3Com’s Priority Access Control Enabled
(PACE) technology, built into the BRASICA
chip, significantly reduces switch latency and
enables latency- and jitter-sensitive multimedia
traffic to flow through an existing switched
Ethernet network along with normal data
traffic.

PACE is designed to work on switched
desktop links. When PACE is configured on
the switch, its Interactive Access protocol
bounds access latency from the end-station to
the switch to a maximum of 5 milliseconds.
The protocol actually allows network
managers to program latency on a point-to-
point link so that each link can perform at top
efficiency, which measurably improves packet
transmission and arrival time.

PACE’s implicit class of service (COS)
programming algorithm, based on MAC
addressing, gives multimedia traffic priority
access to needed bandwidth. COS differen-

tiates high-priority multimedia packets from
data packets and tunnels them through the
switch. This tunneling allows high-priority
traffic to jump past lower-priority traffic, guar-
anteeing fast, predictable multimedia traffic
transmission.

PACE’s patented technology has been
endorsed by other network and multimedia
equipment vendors, including AMD, Apple,
AT&T, Dell, InSoft, Matra, Novell, Oracle,
PictureTel, Silicon Graphics, Star Graphics,
and Sun Microsystems.

BRASICA’s VLAN Capability 
Virtual LANs group network components such
as workstations and servers into a single virtual
network or workgroup, although these com-
ponents may physically reside on different
LAN segments. BRASICA’s built-in VLAN
capability is implemented as separate
broadcast domains. Because only devices
within the domain communicate with one
another, VLANs provide security and preserve
bandwidth within the workgroup. Users
assigned to the same broadcast domain com-
municate at wire speeds with low latencies,
and with no routing bottlenecks, at prices
much lower than router-based solutions.
VLANs also keep network management
simple by not requiring separate logical
subnets for each switch port.

BRASICA’s VLAN feature can be con-
figured in either port or desktop mode. In port
mode, the switch is configured to put ports
into VLANs. In desktop mode, the switch
automatically configures end-stations con-
necting to its ports to the appropriate VLAN
based on the end-stations’ MAC addresses.
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VLAN capability spans multiple switching
devices, so changes are reconfigured automat-
ically, or can be handled through 3Com’s
Transcend graphical drag-and-drop network
management software. And again, since
VLAN support is built into silicon, there is no
degradation in switching performance when
the capability is enabled, unlike software-
based solutions. BRASICA’s VLAN capa-
bility will be enabled by software upgrade in
the second quarter of 1996.

BRASICA’s Distributed RMON Capability 
Switches provide maximum bandwidth within
workgroups by segmenting network traffic.
However, as a result, network monitoring
traffic is stopped at the switch interface, so
switched networks begin to lose the ability and
visibility to gather valuable diagnostic infor-
mation. RMON MIB support built into the
BRASICA chip adds
RMON processing power to
each switch. Because this
capability is distributed, the
RMON processing power
scales as switches are added
to the network.

RMON spans a wide
range of statistical moni-
toring, from physical link
port utilization and error
type statistics to tracking
and monitoring host-matrix
conversations. This compre-
hensive monitoring provides network
managers with valuable network analysis,
design, and capacity planning information on
even the most complex networks. Because the
capability is built into silicon, it provides real-
time, wire-speed remote monitoring on all
ports with no degradation in switching per-
formance. 

Transcend network management
software integrates 3Com’s built-in features
such as SmartAgent® gauges, action on event,
and auto-calibrate with RMON alarms to
automate monitoring and recovery tasks. For
example, a per-port broadcast throttling
feature works with RMON to cost-effectively
monitor and prevent network downtime due

to network broadcasts storms. A SmartAgent
gauge can be set up on each switching port.
Once a predefined broadcast threshold is
exceeded, the gauge’s action-on-event feature
can be sent to automatically disable the
affected port for a set duration and alert the
central management workstation. When the
broadcast storm subsides, the gauge automat-
ically reenables the port. This kind of
automatic network monitoring and recovery
feature greatly enhances the proactivity and
effectiveness of the network management
software.

Summary
3Com’s BRASICA chip set is optimized for
Ethernet–Fast Ethernet workgroup and floor
aggregation switching. ASIC-based switches
bring the cost per port down to the range of
high-end repeating hubs, and within the

budgets of small and large
LAN environments.
Integrating what was
formerly software-based
functionality directly onto
the chip set offloads the
processing from the
switch’s CPU and ensures
the highest level of
switching performance at
all times. The BRASICA
chip set is the foundation
for 3Com’s Ethernet and
Fast Ethernet switching

products, including LinkSwitch 1000 and 3000
workgroup switches. 

Independent performance testing demon-
strates the BRASICA-based LinkSwitch
1000’s ability to forward packets at full wire
speeds, under increasing traffic load, with zero
packet loss. Built-in distributed packet
buffering, Intelligent Flow Management, and
PACE-based multimedia features effectively
eliminate workgroup congestion while
reducing the product cost. An ATM-ready
downlink port and built-in value-added
network management features such as virtual
LAN and advanced RMON support combine
to lower the cost of product ownership and
protect your network investment.
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Rome, Italy
Phone: 39 6 5917756
Fax: 39 6 5918969
Spain
Phone: 34 1 3831700
Fax: 34 1 3831703

3Com Middle East
Phone: 971 4 349049
Fax: 971 4 349803

3Com Nordic AB
Sweden
Phone: 46 8 632 91 00
Fax: 46 8 632 09 05
Norway
Phone: 47 22 18 40 03
Fax: 47 22 18 23 85
Denmark
Phone: 45 33 37 71 17
Fax: 45 33 32 43 70
Finland
Phone: 358 0 435 420 67
Fax: 358 0 435 422 00

3Com South Africa
Phone: 27 11 803 7404/5
Fax: 27 11 803 7411

3Com UK Ltd.
Buckinghamshire
Phone: 44 1628 897000
Fax: 44 1628 897003
Manchester
Phone: 44 161 873 7717
Fax: 44 161 873 8053
Scotland
Phone: 44 131 220 8228
Fax: 44 131 226 1410


